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#### Abstract

Recently, [5] presented a new approach to recursive identification for ARMAX systems, which is a threestage recursive scheme and assumes independent and identically distributed input signals. Here, we observe that, unless the time scale of the algorithm at one stage is reasonably faster than those at the previous stages, convergence to true value may not take place. To remedy this issue, this note proposes a multi-time-scale modification of the algorithm in [5] such that convergence is achieved. In addition, the new scheme handles a wider class of input signals so that the input can be designed for some purpose.The advantage of the multi-time scale algorithm is verified with numerical examples.
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## I. Introduction

The ARMAX is a widely used stochastic model in economics [1], engineering [12], medicine [23], and science [20] literature and has been intensively studied over several decades, see, e.g., [5], [6], [11], [15]-[19]. One of the challenging problems is to identify the MA-part. The estimation of MA parameters has been a research problem in signal processing and system identification for the past decades (see [5], [11], [8], [9], [16], [21], [24]). The parameter estimation of MA signals from second-order statistics was deemed for a long time to be a difficult nonlinear problem for which no computationally convenient and reliable solution was possible [24]. For the convergence of estimates of MA-part, the strictly positive realness (SPR) condition is normally imposed in the existing results (see [6] ,[15]-[17], [19], [21]). But, as shown in [11] (see also [6]), it is possible to weaken the SPR condition by an over-parametrization technique or an increasing lag method, which, however, may complicate the algorithm and require additional information [5].

It is well known that stochastic recursive algorithms, also known as stochastic approximation [2], [4], [9], [13], [14], [22], have various applications and are a powerful tool for on-line identification that is a key instrument in adaptive control, adaptive filtering, adaptive prediction and adaptive signal processing problems (see [6], [17]-[19]). Recently, [5]

[^0]presented a new approach of stochastic approximation to recursive identification for ARMAX systems, where the input signal is assumed to be an i.i.d. (independent and identically distributed) sequence and the i.i.d. property plays an important role in the analysis. It is interesting to generalize the result to a case where the input signal is not an i.i.d. sequence but is designed for some purpose, which is also suggested in [5]. To do so, we relax the condition on the concerned signals to a class of quasi-stationary signals (see Lemmas 2.1-2.3), apply $L$-mixing techniques (see Definition 2.2 and Lemma 2.4), and propose a new scheme for X-part (see (11) below). More importantly, it is noticed that the three-stage recursive scheme in [5] is composed of three coupled recursive algorithms that should be of different time scales, e.g., algorithm (26)(27) in [5] calculates estimate $X_{k}$ in the environment where $\widetilde{\zeta}_{k}$ is recursively updated. When the algorithm operates in a (slowly) varying environment, the time scale of the algorithm should remain reasonably faster than that of the changing environment for otherwise it would never adapt (see [14], [3], [13]). This note proposes a multi-time-scale variant of the recursive algorithm in [5] such that it works with quasistationary input signals and hence has wider applicability to the problems of recursive identification for ARMAX systems. Our proposed algorithm may be regarded as a multi-time-scale generalization of that in [5] and is applicable to a wider range of estimation problems, which is explained (Remarks 3.2-3.3) and verified with numerical examples where the scheme in [5] does not work (Section V). To highlight and focus on the new techniques, we consider single-input single-output (SISO) systems but our results can be extended to multi-input multioutput (MIMO) systems of the form in [5].

## II. Preliminaries: system and input signal

Our problem will be embedded in an underlying complete probability space $\left(\Omega, \mathcal{F},\left\{\mathcal{F}_{n}\right\}_{n \geq 0}, \mathbb{P}\right)$ with a natural filtration $\mathcal{F}_{n_{1}} \subset \mathcal{F}_{n_{2}}$ for $n_{2}>n_{1}$, where $\bar{\Omega}$ is the sample space, $\mathcal{F}$ is the $\sigma$-algebra that defines events $E$ in $\Omega$ which are measurable. Let $\mathbb{E}[\cdot]$ be the expectation operator with respect to the probability measure. Let $\left(\mathcal{F}_{n}, \mathcal{F}_{n}^{+}\right), n \geq 0$, be a pair of families of $\sigma$ algebras such that (i) $\mathcal{F}_{n} \subset \mathcal{F}$ is monotone increasing, (ii) $\mathcal{F}_{n}^{+} \subset \mathcal{F}$ is monotone decreasing, and (iii) $\mathcal{F}_{n}$ and $\mathcal{F}_{n}^{+}$are independent for all $n \geq 0$.

Let us consider the ARMAX-system

$$
\begin{equation*}
A^{*}(q) y_{n}=B^{*}(q) u_{n-1}+C^{*}(q) e_{n} \tag{1}
\end{equation*}
$$

where $A^{*}(q), B^{*}(q)$ and $C^{*}(q)$ are polynomials in the backward shift operator $q^{-1}$ of degrees $p_{a}, p_{b}$, and $p_{c}$, respec-
tively: $A^{*}(q)=1+\sum_{j=1}^{p_{a}} a_{j}^{*} q^{-j}, q^{-1} B^{*}(q)=\sum_{j=1}^{p_{b}} b_{j}^{*} q^{-j}$ and $C^{*}(q)=1+\sum_{j=1}^{p_{c}} c_{j}^{*} q^{-j}$; noise process $\left\{e_{n}\right\}$ is an i.i.d. sequence. Without loss of generality, let $p_{c} \geq 1$ (see [5]). Assume that the system is at rest prior to time $n=0$, i.e., $y_{n}=u_{n}=e_{n}=0$ for $n<0$. Write $\theta^{*}=\left[\begin{array}{llll}\theta_{A}^{* T} & \theta_{B}^{* T} & \sigma_{e}^{* 2} & \theta_{C}^{* T}\end{array}\right]^{T} \in \mathbb{R}^{p_{a}+p_{b}+p_{c}+1}$ with $\theta_{A}^{*}=$ $\left(\begin{array}{llll}a_{1}^{*} & a_{2}^{*} & \cdots & a_{p_{a}}^{*}\end{array}\right)^{T} \in \mathbb{R}^{p_{a}}, \theta_{B}^{*}=\left(\begin{array}{llll}b_{1}^{*} & b_{2}^{*} & \cdots & b_{p_{b}}^{*}\end{array}\right)^{T} \in \mathbb{R}^{p_{b}}$, $\theta_{C}^{*}=\left(\begin{array}{llll}c_{1}^{*} & c_{2}^{*} & \cdots & c_{p_{c}}^{*}\end{array}\right)^{T} \in \mathbb{R}^{p_{c}}$ for the true parameter vector and denote by $\theta$ an arbitrary vector of the same structure, $\theta=\left[\begin{array}{llll}\theta_{A}^{T} & \theta_{B}^{T} & \sigma_{e}^{2} & \theta_{T}^{T}\end{array}\right]^{T}$ with $\theta_{A}=\left(\begin{array}{llll}a_{1} & a_{2} & \cdots & a_{p_{a}}\end{array}\right)^{T}$, $\theta_{B}=\left(\begin{array}{llll}b_{1} & b_{2} & \cdots & b_{p_{b}}\end{array}\right)^{T}$ and $\theta_{C}=\left(\begin{array}{llll}c_{1} & c_{2} & \cdots & c_{p_{c}}\end{array}\right)^{T}$.

Obviously, in the SISO case (i.e., $m=l=1$ in [5]), $\left[a_{p_{a}}^{*} b_{s}^{*} b_{1}^{*}+c_{s}^{*} \sigma_{e}^{* 2}\right]$ is of full-row-rank because ( $p_{a}, p_{b}, p_{c}$ ) are the true orders of the system (1), where $s=\max \left\{p_{b}, p_{c}\right\}$, $b_{s}^{*}=0$ if $s>p_{b}$ and $c_{s}^{*}=0$ if $s>p_{c}$ (cf. A2 in [5]). Assumptions used in this work are listed as follows, which are the counterpart of [5, Condition A0-A3].
A1. $\mathbb{E}\left[e_{n}\right]=0, \mathbb{E}\left[e_{n}^{2}\right]=\sigma_{e}^{* 2}>0$ and $\mathbb{E}\left[\left|e_{n}\right|^{q}\right]<\infty$ for all $q \geq 1$, where $\sigma_{e}^{* 2}$ is unknown.
A2. $A^{*}(z)$ is stable (i.e., $A^{*}(z) \neq 0$ for $|z| \geq 1$ ) and $C^{*}(z) \neq$ 0 for all $|z| \geq 1$.
A3. $A^{*}(z)$ and $B^{*}(z) \Psi_{u} B^{*}\left(z^{-1}\right)+C^{*}(z) \sigma_{e}^{* 2} C^{*}\left(z^{-1}\right)$ have no common left factor for all $\Psi_{u} \geq 0$.
A4. The input signal is generated by

$$
\begin{equation*}
u_{n}=f_{n, 0} w_{n} \tag{2}
\end{equation*}
$$

where $\left\{w_{n}\right\}$ is an i.i.d. sequence independent of $\left\{e_{n}\right\}$ such that $\mathbb{E}\left[w_{n}\right]=0, \mathbb{E}\left[w_{n}^{2}\right]=1$ and $\mathbb{E}\left[\left|w_{n}\right|^{k}\right]<\infty$ for all $k \geq 1$ and $f_{n, 0}$ is $\mathcal{F}_{n-1}$ measurable (and hence is independent of $w_{n}$ ) for all $n \geq 1$ with respect to $\mathcal{F}_{n}=$ $\sigma\left\{e_{t}, w_{t}: 0 \leq t \leq n\right\}$ and $\mathcal{F}_{n}^{+}=\sigma\left\{e_{t}, w_{t}: t \geq n+1\right\}$. And $f_{n, 0}$ is designed to satisfy conditions (3)-(5) below.
Define $r_{n, j}=\mathbb{E}\left[u_{n} u_{n-j} \mid \mathcal{F}_{n-1}\right]$ and assume

$$
\begin{equation*}
0<r_{\min } \leq r_{n, 0}=f_{n, 0}^{2} \leq r_{\max }<+\infty \tag{3}
\end{equation*}
$$

for all $n \geq 1$. So $r_{n, j}=0$ if $j>0$ for all $n \geq 1$. Let sequence $\left\{\lambda_{n}\right\}$ be defined by $\lambda_{0}=0$ and

$$
\begin{equation*}
\lambda_{n}=\frac{1}{n} \sum_{k=1}^{n} r_{k, 0}=\frac{1}{n}\left[(n-1) \lambda_{n-1}+r_{n, 0}\right], \quad n \geq 1 . \tag{4}
\end{equation*}
$$

It is also assumed that, at step $n \geq 1$, the input signal is generated by (2) such that

$$
\begin{equation*}
\left|r_{n, 0}-\lambda_{n-1}\right| \leq \frac{L_{\lambda}}{n^{\alpha}} \tag{5}
\end{equation*}
$$

where $L_{\lambda} \geq 0$ is usually set large and $\alpha>0$ small in practice so that, for a control purpose with respect to any experiment length (see, e.g., $[10,(34)-(36)]$ ), this constraint is soft enough and it never becomes active throughout the experiment.

Remark 2.1: By the tower property, (3) implies that the auto-correlations $\widehat{r}_{n, j}=\mathbb{E}\left[u_{n} u_{n-j}\right]$ satisfies $0<r_{\text {min }} \leq$ $\widehat{r}_{n, 0}=\mathbb{E}\left[r_{n, 0}\right]=\mathbb{E}\left[f_{n, 0}^{2}\right] \leq r_{\max }<+\infty$ and $\widehat{r}_{n, j}=0$ if $j>0$ for all $n \geq 1$ while (5) implies that $-\frac{L_{\lambda}}{n^{\alpha}} \leq$ $\widehat{r}_{n, 0}-\widehat{\lambda}_{n-1} \leq \frac{L_{\lambda}}{n^{\alpha}}$ for all $n \geq 1$, where $\widehat{\lambda}_{0}=0$ and

$$
\begin{equation*}
\widehat{\lambda}_{n}=\frac{1}{n} \sum_{k=1}^{n} \widehat{r}_{k, 0}=\frac{1}{n}\left[(n-1) \widehat{\lambda}_{n-1}+\widehat{r}_{n, 0}\right] . \tag{6}
\end{equation*}
$$

$\left|\mathbb{E}\left[y_{u, n} y_{e, n-\tau}\right]\right|=\left|\mathbb{E}\left[\sum_{k=0}^{n} g_{k} u_{n-k} \sum_{j=0}^{n_{\tau}} l_{j} e_{n-\tau-j}\right]\right|=$ $\left|\sum_{k=0}^{n} \sum_{j=0}^{n_{\tau}} g_{k} l_{j} \mathbb{E}\left[f_{n-k, 0} e_{n-\tau-j}\right] \mathbb{E}\left[w_{n-k}\right]\right|=0$ and hence $\overline{\mathbb{E}}\left[y_{u, n} y_{e, n-\tau}\right]=0$ since both $G^{*}(q)$ and $L^{*}(q)$ are stable. Similarly, we have $\mathbb{E}\left[y_{e, n} y_{u, n-\tau}\right]=0$. Note that $\mathbb{E}\left[y_{n} y_{n-\tau}\right]=$ $\overline{\mathbb{E}}\left[y_{u, n} y_{u, n-\tau}\right]+\overline{\mathbb{E}}\left[y_{e, n} y_{e, n-\tau}\right]$ and $\left\{y_{u, n}\right\},\left\{y_{e, n}\right\}$ are quasistationary. It follows the desired result.

We also cite the following definition and result on $L$ mixing processes (see [7] and [9]) that are useful for the development of our work.

Definition 2.2: A stochastic process $\left\{s_{n}\right\}$ is $L$-mixing with respect to the $\sigma$-algebras $\left(\mathcal{F}_{n}, \mathcal{F}_{n}^{+}\right)$if the following conditions are satisfied: (i) $s_{n}$ is $\mathcal{F}_{n}$ measurable, (ii) $\sup _{n \geq 0} \mathbb{E}^{1 / k}\left[\left|s_{n}\right|^{k}\right]<\infty$ for all $1 \leq k<\infty$, (iii) $\sum_{\tau=0}^{\infty} \gamma_{k}(\tau)<\infty$ for all $1 \leq k<\infty$, where, for $\tau \geq 0$, $\gamma_{k}(\tau)=\sup _{n \geq \tau} \mathbb{E}^{1 / k}\left[\left|s_{n}-\mathbb{E}\left[s_{n} \mid \mathcal{F}_{n}^{+}\right]\right|^{k}\right]$.

Lemma 2.4: Process $\left\{z_{n}\right\}$ with $z_{n}=s_{n} t_{n}$ is $L$-mixing if both $\left\{s_{n}\right\}$ and $\left\{t_{n}\right\}$ are $L$-mixing.

## III. Multi-time-Scale recursive algorithm

The proposed recursive estimation algorithm is a modification of the one in [5]. As in [5], let $\theta_{A, n}, \theta_{B, n}$ and $X_{n}$ be the estimates for $\theta_{A}^{*}, \theta_{B}^{*}$ and $X^{*}=\left[\sigma_{e}^{* 2} \theta_{C}^{* T}\right]^{T}$ respectively. Let $\left\{M_{n}\right\}$ be a sequence of positive real numbers increasingly diverging to infinity. So there is a finite number $n^{*}$ such that $\left|\theta^{*}\right|<M_{n^{*}}$, where $|\cdot|$ is the Euclidean norm of a vector or its induced norm of a matrix. Moreover, denote by $\mathcal{S}_{+}$the class of sequences $\{\alpha(n)\}$ satisfying $\alpha(n)>0, \alpha(n) \rightarrow 0$ as $n \rightarrow \infty$, and $\sum_{n=1}^{\infty} \alpha(n)=\infty$.

## A. Recursive algorithm for AR-part

Let $\varphi_{n}^{T}=\left[\begin{array}{llll}y_{n} & y_{n-1} & \cdots & y_{n-p_{a}+1}\end{array}\right] \in \mathbb{R}^{p_{a}}, W_{n}=$ $\mathbb{E}\left[y_{n} \varphi_{n-1-s}^{T}\right]=\left[\begin{array}{lll}R_{n, s+1} & \cdots & R_{n, s+p_{a}}\end{array}\right] \in \mathbb{R}^{p_{a}}$ and
$\Gamma_{n}=\mathbb{E}\left[\varphi_{n} \varphi_{n-s}^{T}\right]=\left[\begin{array}{ccc}R_{n, s} & \cdots & R_{n, s+p_{a}-1} \\ R_{n, s-1} & \cdots & R_{n, s+p_{a}-2} \\ \vdots & \ddots & \vdots \\ R_{n, s-p_{a}+1} & \cdots & R_{n, s}\end{array}\right] \in \mathbb{R}^{p_{a} \times p}$
for all $n \geq 1$. Similar to the analysis in [5], we have $\mathbb{E}\left[B^{*}(q) u_{n-1} \varphi_{n-1-s}^{T}\right]=0, \mathbb{E}\left[C^{*}(q) e_{n} \varphi_{n-1-s}^{T}\right]=0$ and hence $W_{n}^{T}=-\Gamma_{n}^{T} \theta_{A}^{*}$. It is noticed that, unlike the case in [5], $\left\{y_{n}\right\}$ is not stationary. But, since $\left\{y_{n}\right\}$ is a quasistationary signal (see [18]), there exist $R_{\tau}, W$ and $\Gamma$ such that $R_{\tau}=R_{-\tau}=\overline{\mathbb{E}}\left[R_{n, \tau}\right]$ for $\tau \geq 0, W=\overline{\mathbb{E}}\left[W_{n}\right], \Gamma=\overline{\mathbb{E}}\left[\Gamma_{n}\right]$. This yields the Yule-Walker equation: $W^{T}=-\Gamma^{T} \theta_{A}^{*}$ or $\Gamma^{T} \theta_{A}^{*}+W^{T}=0$. The recursive algorithm for $\theta_{A, n}(n \geq 1)$ is given as follows:

$$
\begin{aligned}
& \widetilde{\Gamma}_{n}=\widetilde{\Gamma}_{n-1}-\frac{1}{n}\left(\widetilde{\Gamma}_{n-1}-\varphi_{n} \varphi_{n-s}^{T}\right) \\
& \widetilde{W}_{n}=\widetilde{W}_{n-1}-\frac{1}{n}\left(\widetilde{W}_{n-1}-y_{n} \varphi_{n-s-1}^{T}\right) \\
& \theta_{A, n-}=\theta_{A, n-1}-\alpha_{a}(n) \cdot\left(\widetilde{\Gamma}_{n}^{T} \theta_{A, n-1}+\widetilde{W}_{n}^{T}\right) \\
& \theta_{A, n}=\theta_{A, n} \mathbb{I}_{E_{A, n}}+\theta_{A, 0} \mathbb{I}_{E_{A, n}^{C}} \\
& E_{A, n}=\left\{\left|\theta_{A, n-}\right| \leq M_{\lambda_{A, n-1}}\right\}, \quad E_{A, n}^{C}=\Omega \backslash E_{A, n} \\
& \lambda_{A, n}=\lambda_{A, n-1}+\mathbb{I}_{E_{A, n}^{C}}, \quad \lambda_{A, 0}=0
\end{aligned}
$$

with arbitrary initial values $\Gamma_{0} \in \mathbb{R}^{p_{a} \times p_{a}}, W_{0} \in \mathbb{R}^{p_{a}}$ and $\theta_{A, 0} \in \mathbb{R}^{p_{a}}$, where $\left\{\alpha_{a}(n)\right\} \in \mathcal{S}_{+}$and $\mathbb{I}_{E}$ is the indicator of set $E$. It is observed that $\widetilde{\Gamma}_{n}$ and $\widetilde{W}_{n}$ given above are the recursive expressions of the time averages $(1 / n) \sum_{j=1}^{n} \varphi_{j} \varphi_{j-s}^{T}$ and $(1 / n) \sum_{j=1}^{n} y_{j} \varphi_{j-s-1}^{T}$, respectively.

## B. Recursive algorithm for X-part

Since the algorithm (16) in [5] cannot be applied to a case where the input is not an i.i.d. signal, we need to propose a new scheme for the quasi-stationary input signals. Let us explain the idea of the algorithm for the X part as follows. Define $\chi_{n}=y_{n}+\varphi_{n-1}^{T} \theta_{A}^{*}$ with $\eta_{n-1}=$ $\left[\begin{array}{llll}u_{n-1} & u_{n-2} & \cdots & u_{n-p_{b}}\end{array}\right]^{T}$. Clearly, $\chi_{n}=A^{*}(q) y_{n}=$ $B^{*}(q) u_{n-1}+C^{*}(q) e_{n}$. Since the input sequence $\left\{u_{n}\right\}$ is generated by (2) where $\left\{w_{n}\right\}$ is an i.i.d. sequence of random variables independent of $\left\{e_{n}\right\}$, we have $\mathbb{E}\left[\eta_{n-1} \chi_{n}\right]=\widehat{r}_{n, 0} I_{p_{b}} \theta_{B}^{*}$, where $I_{p_{b}}$ is the identity matrix of order $p_{b}$. By Lemma 2.2, this yields the Yule-Walker equation for the X -part

$$
\begin{equation*}
\bar{r}_{0} I_{p_{b}} \theta_{B}^{*}-\Xi=0, \tag{10}
\end{equation*}
$$

where $\bar{r}_{0}$ is given by (7) and $\Xi=\overline{\mathbb{E}}\left[\eta_{n-1} \chi_{n}\right]$. Therefore, estimating $\chi_{n}$ with $\theta_{A, n}$ by $\widetilde{\chi}_{n}=y_{n}+\varphi_{n-1}^{T} \theta_{A, n}=y_{n}+$ $\sum_{j=1}^{p_{a}} a_{j, n} y_{n-j}$, we obtain the recursive estimation for $\theta_{B}^{*}$ :

$$
\begin{align*}
& \widetilde{\lambda}_{n}=\widetilde{\lambda}_{n-1}-\frac{1}{n}\left(\widetilde{\lambda}_{n-1}-u_{n}^{2}\right), \quad \widetilde{\lambda}_{0}=0 \\
& \widetilde{\Xi}_{n}=\widetilde{\Xi}_{n-1}-\frac{1}{n}\left(\widetilde{\Xi}_{n-1}-\eta_{n-1} \widetilde{\chi}_{n}\right), \quad \Xi_{0}=0 \\
& \theta_{B, n-}=\theta_{B, n-1}-\alpha_{b}(n) \cdot\left(\widetilde{\lambda}_{n} I_{p_{b}} \theta_{B, n-1}-\widetilde{\Xi}_{n}\right) \\
& \theta_{B, n}=\theta_{B, n-} \mathbb{I}_{E_{B, n}}+\theta_{B, 0} \mathbb{I}_{E_{B, n}^{C}}  \tag{11}\\
& E_{B, n}=\left\{\left|\theta_{B, n-}\right| \leq M_{\lambda_{B, n-1}}\right\}, \quad E_{B, n}^{C}=\Omega \backslash E_{B, n} \\
& \lambda_{B, n}=\lambda_{B, n-1}+\mathbb{I}_{E_{B, n}^{C}}, \quad \lambda_{B, 0}=0
\end{align*}
$$

with arbitrary initial value $\theta_{B, 0} \in \mathbb{R}^{p_{b}}$, where $\left\{\alpha_{b}(n)\right\} \in \mathcal{S}_{+}$ such that $\lim _{n \rightarrow \infty} \frac{\alpha_{a}(n)}{\alpha_{b}(n)}=0$.

## C. Recursive algorithm for MA-part

In the sequel, we employ a variant of the recursive algorithm proposed in [5] for the MA-part. Define

$$
\begin{equation*}
\zeta_{n}=A^{*}(q) y_{n}-B^{*}(q) u_{n-1}=C^{*}(q) e_{n} \tag{12}
\end{equation*}
$$

which is a stationary ergodic process with correlation function (see [5]) $S=\left[\begin{array}{llll}S(0) & S(1) & \cdots & S\left(p_{c}\right)\end{array}\right]^{T} \in \mathbb{R}^{p_{c}+1}$, where $S(j)=\mathbb{E}\left[\zeta_{n} \zeta_{n-j}\right]$ for $j=0,1, \cdots, p_{c}$. The parameter to be estimated is $X^{*}=\left[\begin{array}{lllll}\sigma_{e}^{* 2} & \theta_{C}^{* T}\end{array}\right]^{T}=\left(\begin{array}{llll}\sigma_{e}^{* 2} & c_{1}^{*} & \cdots & c_{p_{c}}^{*}\end{array}\right)^{T}$, which satisfies the algebraic equation $\Phi(X) X=U(X) S$, where $X=\left[\begin{array}{lll}X(0) & X(1) & \cdots\end{array} X\left(p_{c}\right)\right]^{T} \in \mathbb{R}^{p_{c}+1}, \Phi(X) \in$ $\mathbb{R}^{\left(p_{c}+1\right) \times\left(p_{c}+1\right)}$ and $U(X) \in \mathbb{R}^{\left(p_{c}+1\right) \times\left(p_{c}+1\right)}$ given as $\Phi(X)=\operatorname{Diag}\{1, X(0), \cdots, X(0)\}$ and

$$
U(X)=\left[\begin{array}{cccc}
U_{0}(X) & U_{1}(X) & \cdots & U_{p_{c}}(X) \\
0 & U_{0}(X) & \cdots & U_{p_{c}-1}(X) \\
\vdots & \ddots & \ddots & \vdots \\
0 & \cdots & 0 & U_{0}(X)
\end{array}\right]
$$

with entries $U_{0}(X)=1, U_{1}(X)=-X(1)$, and $U_{j}(X)=-X(1) U_{j-1}(X)-X(2) U_{j-2}(X)-\cdots-X(j)$ for $j=2, \cdots, p_{c}$. Therefore, $X^{*}$ should satisfy the equation $\Phi(X) X=\overline{U(X) S}$ (see [5]), where it is not necessary to symmetrize the first element of $\overline{U(X) S}=$ $\left[\begin{array}{llll}\sum_{j=0}^{p_{c}} U_{j}(X) S(j) & \sum_{j=1}^{p_{c}} U_{j-1}(X) S(j) & \cdots & S\left(p_{c}\right)\end{array}\right]^{T}$.

$$
\text { Let }\left\{\begin{array}{l}
\widetilde{\zeta}_{n}=y_{n}+\varphi_{n-1}^{T} \theta_{A, n}-\eta_{n-1}^{T} \theta_{B, n}  \tag{13}\\
S_{n}=\left[\begin{array}{llll}
S_{n}(0) & S_{n}(1) & \cdots & S_{n}\left(p_{c}\right)
\end{array}\right]^{T}
\end{array}\right.
$$

with $S_{n}(j)=S_{n-1}(j)-\frac{1}{n}\left(S_{n-1}(j)-\widetilde{\zeta}_{n} \widetilde{\zeta}_{n-j}\right)$ and $S_{0}(j)=0$ for $j=0,1, \cdots, p_{c}$. The recursive algorithm for the estimate $X_{n}(n \geq 1)$ is given as follows:
$X_{n-}=X_{n-1}-\alpha_{x}(n) \cdot\left(\Phi\left(X_{n-1}\right) X_{n-1}-\overline{U\left(X_{n-1}\right) S_{n-1}}\right)$ $X_{n}=X_{n-} \mathbb{I}_{E_{X, n}}+X_{0} \mathbb{I}_{E_{X, n}^{C}}$
$E_{X, n}=\left\{\left|X_{n-}\right| \leq M_{\lambda_{X, n-1}}\right\}, \quad E_{X, n}^{C}=\Omega \backslash E_{X, n}$
$\lambda_{X, n}=\lambda_{X, n-1}+\mathbb{I}_{E_{X, n}^{C}}, \quad \lambda_{X, 0}=0$
where $X_{0}=\left[\begin{array}{llll}\nu & 0 & \cdots & 0\end{array}\right]^{T} \in \mathbb{R}^{p_{c}+1}$ with $\nu \geq 1$ and $\left\{\alpha_{x}(n)\right\} \in \mathcal{S}_{+}$with $\lim _{n \rightarrow \infty} \frac{\alpha_{b}(n)}{\alpha_{x}(n)}=0$.

Remark 3.1: A frequently used choice for $\left\{\alpha_{a}(n)\right\}$, $\left\{\alpha_{b}(n)\right\}$ and $\left\{\alpha_{x}(n)\right\}$ is $\alpha_{a}(n)=n^{-\beta_{a}}, \alpha_{b}(n)=n^{-\beta_{b}}$ and $\alpha_{x}(n)=n^{-\beta_{x}}$ for all $n \geq 1$, where $0<\beta_{x}<\beta_{b}<\beta_{a} \leq 1$.

Remark 3.2: The recursive scheme [5, (25)-(27)] is a special case of (14) when $\lim _{n \rightarrow \infty} \frac{\alpha_{b}(n)}{\alpha_{x}(n)}=0$ is not imposed. Our variant is more general. To see this, let us consider the difference between $\widetilde{\zeta}_{n}$ and $\zeta_{n}$ denoted by $\tilde{d}\left(\widetilde{\zeta}_{n}, \zeta_{n}\right)$, which is large at the beginning and tends to small as $n$ increases to large. Clearly, $\tilde{d}\left(\widetilde{\zeta}_{n}, \zeta_{n}\right)$ is reflected in $\tilde{d}\left(X_{n}, X^{*}\right)$. However, the step size $\delta_{x} / n$, which, in some sense, is the gain of the influence of $\tilde{d}\left(\widetilde{\zeta}_{n}, \zeta_{n}\right)$ on $\tilde{d}\left(X_{n}, X^{*}\right)$, diminishes when $\tilde{d}\left(\widetilde{\zeta}_{n}, \zeta_{n}\right)$ tends to small as $n$ increases to large. This implies that $X_{n}$ could fail to converge to $X^{*}$ even when $\widetilde{\zeta}_{n} \rightarrow \zeta_{n}$ a.s. as $n \rightarrow \infty$. A reasonably larger gain $\delta_{x} / n^{\beta_{x}}$ with $\beta_{x}<1$ used for those data with small $\tilde{d}\left(\widetilde{\zeta}_{n}, \zeta_{n}\right)$ could lead to an effective algorithm, see the numerical examples below.

Remark 3.3: Our recursive algorithm is a multi-timescale variant of that in [5], where the components of the iterate are divided into three group and each of them has its own step-size sequence. The multi-time-scale method is usually used (in algorithms) to cope with dynamical systems composed of both fast and slow variables (see, e.g., [14], [13], [3]). In fact, when the algorithm is expected to operate in a slowly varying environment, it is important that the time scale of the algorithm remains reasonably faster than that of the changing environment. Otherwise, it would never adapt. For instance, [5, (26)-(27)] is an algorithm for searching the solutions of [5, Eq.(23)]. However, since $\zeta_{n}$ is unknown, this algorithm employs $\underset{\sim}{\text { its }}$ estimate $\widetilde{\zeta}_{n}$ and operates in a varying environment where $\widetilde{\zeta}_{n}$ is recursively updated at the previous stages. Therefore, the time scale of algorithm [5, (26)-(27)] should remain reasonably faster than those of the previous stages, which lead to the changing environment $\widetilde{\zeta}_{n}$. Otherwise, convergence to true value could not take place, see Figs. 12 in Section $V$ below. It should be also pointed out that
good behavior of the coupled schemes depends on reasonable separation of the time scales.

## IV. CONVERGENCE OF ESTIMATORS

In this section, we consider convergence of the recursive estimators presented above.

Theorem 4.1: Suppose that the assumptions in Section II hold. Then $\left\{\theta_{A, n}\right\}$ given by (9) converges to $\theta_{A}^{*}$ a.s., $\left\{\theta_{B, n}\right\}$ given by (11) converges to $\theta_{B}^{*}$ a.s., and $\left\{X_{n}\right\}$ given by (14) converges to $X^{*}=\left[\begin{array}{ll}\sigma_{e}^{* 2} & \theta_{C}^{* T}\end{array}\right]^{T}$ a.s..

Since the recursive scheme presented in Section III is modified from the one presented in [5], we just outline our proof for the convergence based on the proofs in [5] as follows. Major differences between our scheme and the one in [5] are: (i) multi time scales in class $\mathcal{S}_{+}$, instead of single scale $1 / n$ [5], in the coupled recursive algorithms, and (ii) quasistationarity, instead of stationarity [5], of the input signals. Since condition S1 in [5, Appendix] is satisfied for class $\mathcal{S}_{+}$, GCT and the related techniques are still applicable to our multi-time-scale scheme. Therefore, the main task of our proof is to show that we still have the convergence in the case where the stationary signals are replaced by the quasi-stationary ones.
Proof. According to the input signal designed in Section II, process $\left\{u_{n}\right\}$ is a quasi-stationary signal with spectrum $\Psi_{u}(\omega)=\sum_{\bar{\tau}=-\infty}^{\infty} \bar{r}_{\bar{\tau}} e^{-i \bar{\tau} \omega}=\bar{r}_{0} \geq r_{\min }>0, \forall \omega$, where $\bar{r}_{\tau}=\bar{r}_{-\tau}=\lim _{N \rightarrow \infty}(1 / N) \sum_{n=1}^{N} \widehat{r}_{n, \tau}$ for $\tau \geq 0$ (see, e.g., [18, 2G.2, p47]). By Lemmas 2.2 and 2.3, the spectral function of quasi-stationary process $\left\{y_{n}\right\}$ is $\Psi_{y}(\omega)=$ $\sum_{\tau=-\infty}^{\infty} \bar{r}_{y}(\tau) e^{-i \tau \omega}=\left|\frac{B^{*}\left(e^{i \omega}\right)}{A^{*}\left(e^{i \omega}\right)}\right|^{2} \Psi_{u}(\omega)+\left.\sigma_{e}^{* 2}| | \frac{C^{*}\left(e^{i \omega}\right)}{A^{*}\left(e^{i \omega}\right)}\right|^{2}>$ $0, \forall \omega$, where $\bar{r}_{y}(\tau)=\lim _{N \rightarrow \infty}(1 / N) \sum_{n=1}^{N} \mathbb{E}\left[y_{n} y_{n-\tau}\right]$ for all $\tau$. By the well-known spectral factorization (see, e.g., [18, $\mathrm{p} 41]$ ), there exists a stationary signal $\bar{y}_{n}$ such that

$$
\begin{equation*}
\Psi_{\bar{y}}(\omega)=\Psi_{y}(\omega), \forall \omega \Rightarrow \bar{r}_{y}(\tau)=r_{\bar{y}}(\tau)=\mathbb{E}\left[\bar{y}_{n} \bar{y}_{n-\tau}\right], \forall \tau \tag{15}
\end{equation*}
$$

Let $\left\{\bar{\chi}_{n}\right\}$ be $\bar{\chi}_{n}=A^{*}(q) y_{n}$, then $\left\{\bar{\chi}_{n}\right\}$ is a stationary signal with spectrum $\Psi_{\bar{\chi}}(\omega)=\left|A^{*}\left(e^{i \omega}\right)\right|^{2} \Psi_{\bar{y}}(\omega)>0, \forall \omega$. According to the analysis in the proof of [5, Lemma 1] and (15), the rank of $\Gamma$ is $p_{a}$. But, by [18, Theorem 2.3], $(1 / N) \sum_{n=1}^{N} y_{n} y_{n-\tau} \rightarrow R_{\tau}$ a.s. as $N \rightarrow \infty$, which implies $\mathbb{P}\left(\Omega_{0}\right)=1$, where $\Omega_{0}=\left\{\widetilde{\Gamma}_{n} \rightarrow \Gamma, \widetilde{W}_{n} \rightarrow W\right.$ as $\left.n \rightarrow \infty\right\}$.

Following the way of Lemma 2 and Theorem 1 in [5], we can apply the GCT with Lyapunov function $v\left(\theta_{A}\right)=\mid \Gamma \theta_{A}-$ $\left.W\right|^{2}$ and show that $\left\{\theta_{A, n}\right\}$ given by (9) converges to $\theta_{A}^{*}$ a.s.

Let us proceed to consider the convergence of the estimates for X-part on $\Omega_{0}$. Recall that we have the Yule-Walker equation (10) for the X-part. Therefore, we can recursively estimate $\theta_{B}^{*}$ with

$$
\begin{equation*}
\theta_{B, n-}=\theta_{B, n-1}-\alpha_{b}(n) \cdot\left(\lambda_{n} I_{p_{b}} \theta_{B, n-1}-\Xi_{n}\right) \tag{16}
\end{equation*}
$$

where $\Xi_{n}=(1 / n) \sum_{k=1}^{n} \eta_{n-1} \chi_{n}$. By Theorem 2.3 in [18], it follows that $(1 / n) \sum_{j=1}^{n} u_{j}^{2} \rightarrow \bar{r}_{0}$ a.s. on $\Omega_{0}$ as $n \rightarrow \infty$. It is observed that $\left\{\eta_{n-1}\right\}$ and $\left\{\chi_{n}\right\}$ are jointly quasi-stationary since both $\left\{\eta_{n-1}\right\}$ and $\left\{\chi_{n}\right\}$ are quasi-stationary and $\overline{\mathbb{E}}\left[\eta_{n-1-k} \chi_{n}\right]=\overline{\mathbb{E}}\left[\eta_{n-1-k} B^{*}(q) u_{n-1}\right]+$


Fig. 1. Solid lines: estimates of $\theta_{A}$ and $\theta_{B}$ by the scheme in [5]. Dotted lines: true values.


Fig. 3. Solid lines: estimates of $\theta_{A}$ and $\theta_{B}$ by the proposed scheme with i.i.d. input. Dotted lines: true values.


Fig. 5. Solid lines: estimate of $\theta_{B}$ by the proposed scheme with quasistationary input. Dotted lines: true values.
$\overline{\mathbb{E}}\left[\eta_{n-1-k} C^{*}(q) e_{n}\right]=\overline{\mathbb{E}}\left[\eta_{n-1-k} B^{*}(q) u_{n-1}\right]$ exists for all $k$ because, by Lemma 2.2, quasi-stationary signals $\left\{\eta_{n-1}\right\}$ and $\left\{e_{n}\right\}$ are uncorrelated. Moreover, it is not difficult to verify that both $\left\{\eta_{n-1}\right\}$ and $\left\{\chi_{n}\right\}$ are $L$-mixing processes with respect to $\left(\mathcal{F}_{n}, \mathcal{F}_{n}^{+}\right)$(see Definition 2.2). But, by Lemma 2.4, $\left\{\eta_{n-1} \chi_{n}\right\}$ is also $L$-mixing. This implies $\left\{\xi_{n}\right\}$ is an $L$-mixing process with $\mathbb{E}\left[\xi_{n}\right]=0$, where $\xi_{n}=\eta_{n-1} \chi_{n}-\mathbb{E}\left[\eta_{n-1} \chi_{n}\right]$. According to the strong law of large numbers [7, Corollary 3.1], it follows $\frac{1}{n} \sum_{j=1}^{n} \xi_{j} \rightarrow 0$ and hence $\frac{1}{n} \sum_{j=1}^{n} \eta_{j-1} \chi_{j} \rightarrow \Xi$ a.s. on $\Omega_{0}$


Fig. 2. Solid lines: estimate of $X$ by the scheme in [5]. Dotted lines: true values.


Fig. 4. Solid lines: estimate of $X$ by the proposed scheme with i.i.d. input. Dotted lines: true values.


Fig. 6. Solid lines: estimate of $X$ by the proposed scheme with quasistationary input. Dotted lines: true values.
inequality, this gives $\left|\frac{1}{n} \sum_{j=1}^{n} \eta_{j-1} \widetilde{\chi}_{j}-\frac{1}{n} \sum_{j=1}^{n} \eta_{j-1} \chi_{j}\right| \leq$ $\frac{1}{n} \sum_{j=1}^{n}\left|\eta_{j-1}\left(\widetilde{\chi}_{j}-\chi_{j}\right)\right| \leq \frac{1}{n} \sum_{j=1}^{n}\left|\eta_{j-1}\right|\left|\widetilde{\chi}_{j}-\chi_{j}\right| \leq$ $\sqrt{\frac{1}{n} \sum_{j=1}^{n}\left|\eta_{j-1}\right|^{2}} \sqrt{\frac{1}{n} \sum_{j=1}^{n}\left|\widetilde{\chi}_{j}-\chi_{j}\right|^{2}} \rightarrow 0$ a.s. as $n \rightarrow \infty$ since $\left\{u_{n}\right\}$ and hence $\left\{\eta_{n}\right\}$ are quasi-stationary signals. This implies $\frac{1}{n} \sum_{j=1}^{n} \eta_{j-1} \widetilde{\chi}_{j} \rightarrow \Xi$ a.s. as $n \rightarrow \infty$. It immediately follows that $\left\{\theta_{B, n}\right\}$ given by (11) converges to $\theta_{B}^{*}$ a.s..

Since $\theta_{A, n} \rightarrow \theta_{A}^{*}$ and $\theta_{B, n} \rightarrow \theta_{B}^{*}$ a.s. as $n \rightarrow \infty$, by (12) and (13), we have $\mathbb{P}\left(\Omega_{1}\right)=1$ (see [5, Corollary 1]), where $\Omega_{1}=\left\{S_{n} \rightarrow S\right.$ as $\left.n \rightarrow \infty\right\}$. Then we always consider the sample paths on $\Omega_{1}$.

Now, it can be shown in the way presented in [5, Section IV] that $\left\{X_{n}\right\}$ given by (14) converges to $X^{*}$ a.s., where, particularly, it can be shown as [5, Proposition] that, as $n \rightarrow$ $\infty, Y(z)$ is stable a.s., i.e., $Y(z) \neq 0$ for all $|z| \geq 1$, with $Y(z)$ defined by $Y(z)=1+\sum_{j=1}^{p_{c}} X(j) z^{-j}$ and $\bar{X} \in G=$ $\left\{X \in \mathbb{R}^{p_{c}+1}: \Phi(X) X=\overline{U(X) S}\right\}$.

## V. Numerical examples and simulations

Example 5.1: Let us consider ARMAX system (1) with i.i.d. input, where $p_{a}=p_{b}=p_{c}=1, \theta_{A}^{*}=0.6, \theta_{B}^{*}=$ $-3, \theta_{C}^{*}=-0.9, \sigma_{e}^{* 2}=0.1$ and $X^{*}=(0.1-0.9)^{T}$. All simulations in this note employ initial values $\theta_{A}=0, \theta_{B}=0$, $\theta_{C}=0, \sigma_{e}^{2}=1$ and $\left\{M_{n}\right\}_{n \geq 0}$ with $M_{n}=1+n$ (cf. [5]).

The typical realizations of the scheme in [5] show that the estimators for AR-part and X-part converge, see Fig. 1, while that for MA-part does not work, see Fig. 2. The reason for this phenomenon is that the time scale of (25)-(27) is not reasonably faster than that of (16) at the previous stage in [5] and therefore convergence to true value is not guaranteed for [5, (25)-(27)]. Figs. 3-4 are a typical realization of the algorithm presented in Section III with $\beta_{a}=1, \beta_{b}=1 / 4$ and $\beta_{x}=1 / 7$, which verifies the effectiveness of our result.

Example 5.2: The true parameters of system (1) with orders $p_{a}=0, p_{b}=4, p_{c}=2$ are $\theta_{B}^{*}=(0.90 .60 .20 .3)^{T}$, $\theta_{C}^{*}=(-1.50 .6)^{T}, \sigma_{e}^{* 2}=0.1, X^{*}=\left(\begin{array}{ll}0.1 & -1.5 \\ 0.6\end{array}\right)^{T}$, which is derived from the FIR example in [10]. Note that $C^{*}(z)$ does not satisfy the SPR condition while $C^{*}(z) \neq 0$ for all $|z| \geq 1$.

It can be verified with typical realizations that, again, the algorithm in [5] does not work for the MA-part. Let us consider the modified and generalized algorithm presented above. To use less energy during the process, we employ quasistationary input generated by (2) with $r_{1,0}=f_{1,0}^{2}=1$ and $r_{n, 0}=f_{n, 0}^{2}=\max \left\{r_{\min }, \lambda_{n-1}-1 /(4 n)\right\}$ for all $n \geq 1$. Let $r_{\text {min }}=\alpha=10^{-6}$ and $r_{\text {max }}=L_{\lambda}=10^{10}$. The input $\left\{u_{n}\right\}$ satisfies conditions (3)-(5) and therefore Theorem 4.1 applies, which is verified with the typical realizations of the scheme in Section III with $\beta_{b}=1$ and $\beta_{x}=1 / 4$, see Figs. 5-6.

## VI. Conclusion

This note proposes a multi-time-scale modification of the recursive algorithm presented in [5]. The conditions on the input signal are relaxed viz-a-viz [5] and convergence to the true parameter values has been established. The advantage of using multiple-time scales has been verified with numerical
examples. Our result can be extended to MIMO systems. It would be interesting to study how to find a reasonable (model-complexity-dependent) separation of the time scales for good behavior of the three-stage recursive scheme (9), (11) and (14).
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